
 

 
 

 

  

Bending the Energy Curve:  
Decoupling Digitalization Trends from 
Data Center Energy Growth 

Executive summary 
From 2010 to 2020, data center electricity consumption remained flat 
despite exponential data growth. However, since 2020, most industry 
forecast models now project significant growth in data center 
electricity consumption through 2030. This paper investigates the 
reasons behind this shift. We use a method that correlates annual 
information and compute technology (ICT) energy consumption with 
annual data production to frame the conversation between 
infrastructure and ICT technology providers. This correlation 
suggests a disruption in compute efficiency starting around 2020, 
with recovery projected to begin in 2026 and impact visible by 2030. 
The paper demonstrates that small improvements over currently 
planned projections in power usage effectiveness (PUE) and 
compute efficiency from 2026 can potentially "bend" the energy 
growth curve by 17%, decoupling data growth from compute energy 
consumption. This industry-led approach allows the world to prioritize 
the supply of clean energy. This focus fuels the economic and 
societal progress that comes with digitalization, rather than planning 
for seemingly unbounded data center energy growth. 
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1. An industry- , potentially re-
ducing energy consumption by an estimated 17%. Small annual gains in 
PUE and information and compute technology (ICT) efficiency, exceeding 
current projections from 2026 to 2030, can greatly alter the energy growth 
trajectory. This decoupling of data growth from energy consumption enables 
the industry to focus on the supply of sustainable energy rather than planning 
for seemingly unbounded data center energy growth. 

2. Global data center energy consumption remained flat from 2010 to 2020. 
Despite a significant increase in data production during this period, from 2 to 
64.2 zettabyte (ZB), data center electricity consumption remained relatively 
stable. This indicates that improvements in efficiency, including ICT efficien-
cies and PUE improvements, were effectively offsetting the demand for en-
ergy.  

3. Starting in 2020, energy became more closely coupled to the data growth. 
Beginning in 2020, we observed a marked shift in data center energy con-
sumption that aligns more closely with the exponential growth in data produc-
tion. This is largely driven by energy-intensive workloads such as artificial in-
telligence (AI) and cloud computing. 

4. We recommend establishing an industry correlation metric, the "ICT per-
formance factor" to explain and evaluate how performance improvements 
affect energy usage over time. We propose an indicator metric of annual ICT 
TWh divided by data generated that year (zettabytes) to help us understand 
how industry performance impacts energy, and to demonstrate how improve-
ments to that performance can affect the overall energy curve over time.  

5. Further PUE improvements will help reduce data center energy by 3.6% - 
or 38 TWh. Average PUE has continued to trend down over the years, de-
creasing from 2.0 in 2010 to 1.51 in 2024. Following this trendline, the aver-
age data center would achieve 1.43 by 2030. Technologies enable new data 
centers to achieve better PUEs. We need an industry-wide effort for all new 
builds to achieve a PUE of 1.2, and for 10% of existing data centers to 
achieve a PUE of 1.3. If we do both by 2030, we will slow the curve by 3.6%. 

6. Further ICT performance factor improvements will reduce data center en-
ergy by 14.4% - or 153 TWh. ICT performance factor is a more significant 
lever to the overall data center energy curve than PUE. Using industry-pub-
lished data growth and energy forecasts, we show that the ICT performance 
factor reduces (improves) from 0.92 TWh/ZB in 2020 to 0.45 TWh/ZB by 
2030. With an industry-wide effort, we can reduce this further and achieve 
0.34 TWh/ZB by 2030. This is possible through full adoption of accelerated 
computing platforms for AI, software and dispatching algorithms to fully uti-
lize compute, and continued acceleration of central processing units (CPU), 
graphics processing units (GPU), tensor processing units (TPU) and memory 
performance. 

7. -demand 
energy curve. Data centers deploying 
reduce the strain on the grid. Every megawatt of generation put in place 
saves 8.76 TWh. Sustainable options offering full-time grid relief are available 
today, with more on the way. These include solid oxide fuel cells with natural 
gas (with carbon sequestration), solid oxide fuel cells with green hydrogen, 
and gas turbines with carbon sequestration. In addition, small modular reac-
tors (SMRs) will become a realistic alternative in the future.  

 
 
 
 
 

Key takeaways 
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The rapid growth of data center energy consumption raises alarms about the ability 
of the electrical grid to keep pace. As demand for artificial intelligence (AI) and 
cloud computing drive data center expansion, electricity usage is projected to 
surge dramatically. This escalating demand poses regional challenges for power 
generation and grid capacity.  
 
Also, developers are struggling with energy access and reliability, as connection 
lead times can be twelve to twenty-four months or more, exacerbating local and re-
gional supply challenges. Data center developers often face additional local scru-
tiny, with pushback from authorities and the public at large over generator 
noise/pollution, land, and water use. 
 
The concern over energy scarcity has led to various public forecasts of global data 
center energy consumption. These forecasts highlight the significant upward en-
ergy consumption trend through 2030, depicted in Figure 1. This alarming expo-
nential growth pattern is gaining wide-spread attention. Numerous technical papers 
and articles on the subject look to explain the trends and the various levers impact-
ing energy projections. A few also attempt to learn and extrapolate from historic 
trends.1  
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We find that the rationale and methodologies for these projections are generally 
based on solid principles but with varying emphasis on the number of levers, their 
granularity, and their degree of impact on energy consumption. Through our explo-
ration and analysis, we found a consistent overarching narrative to frame a new 
conversation, describing how information and compute technology (ICT) and infra-
structure industries can collaborate (and have historically) to impact energy growth.  
 
We believe there is a path forward for the industry.  
 
In this document, we deliver three important elements to reframe the conversation. 
With the first, we quantify the energy growth and its drivers. In the second, we intro-
duce a new industry correlation metric to explain the current situation. And for the 
final element, we model scenarios with varying efficiency improvements to quantify 
their impacts on the energy curve. We show how even minor energy improvements 
in ICT and infrastructure efficiency, beyond those already projected in studies, can 

 
1 Three examples include McKinsey & Company, 

hunger for power, S&P Global, Data Centers: Rapid Growth Creates Opportunities And Issues, and 
Deloitte, today and tomorrow 

Introduction 

Figure 1 

Forecast from various 
sources all indicating trends 
of continued TWh energy 
growth through 2030 1 

https://www.mckinsey.com/industries/private-capital/our-insights/how-data-centers-and-the-energy-sector-can-sate-ais-hunger-for-power
https://www.mckinsey.com/industries/private-capital/our-insights/how-data-centers-and-the-energy-sector-can-sate-ais-hunger-for-power
https://www.spglobal.com/ratings/en/research/articles/241030-data-centers-rapid-growth-creates-opportunities-and-issues-13307638
https://www.deloitte.com/content/dam/assets-shared/docs/about/2024/powering-artificial-intelligence.pdf


Schneider Electric – Data Center Research & Strategy    White Paper 212  Version 1         4 

Bending the Energy Curve: Decoupling Digitalization Trends from Data Center Energy Growth 

tion to decouple from the planet's digitalization demands. In our analysis, we use 
the Goldman Sachs forecast, along with data from IEA, to establish a baseline 
curve. Combined, this provided a data set that spanned historic and future projec-
tions. 
 
 

bility Research Institute (SRI) entitled Artificial Intelligence and Electricity  A Sys-
tem Dynamics Approach. This SRI paper uses system dynamics to analyze founda-
tional attributes and discuss potential futures for AI and its associated energy con-
sumption. It offers insightful perspectives on how various internal (primarily technol-
ogy-related) and external (mainly economic and societal) factors contribute to four 
scenarios specific to AI. The four scenarios and their trends are shown in Figure 2.  
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Sustainable AI Limits to growth Abundance without boundaries Energy crisis  
 
As we reflected on these scenarios with a focus on the years leading up to 2030, we 
posed two additional questions. First, how do these trends relate to overall data 
center energy consumption, beyond just AI-related energy? Second, given that the 
growth pattern aligns with the trend shown in Figure 1 and is based on similar effi-
ciency assumptions, what would be the outcome if we could isolate the drivers and 
accelerate their energy impact? To accomplish this, we take a deeper look at his-
toric trends starting in 2010 and focus on insights that emerge. With this broader 
view, a clear trend break appears around 2020 as illustrated by the orange energy 
curve in Figure 3. 
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Inspiration 
and core 
methodology 

Figure 2 

Results from the SRI paper, 
Artificial Intelligence and 
Electricity – A System  
Dynamics Approach,  
showing the TWh impact of 
four AI-based scenarios 

Figure 3 

Graph showing total data center 
energy consumption. A clear 
trend break is seen in 2020 when 
the energy curve shifts from flat 
to increasing. We overlay global 
annual data production as a ref-
erence to the historic and future 
need for ICT. 

https://www.goldmansachs.com/insights/articles/AI-poised-to-drive-160-increase-in-power-demand?os=dio&ref=app
https://www.iea.org/data-and-statistics/charts/global-data-centre-energy-demand-by-end-use-and-data-centre-type-2014-2020
https://www.se.com/ww/en/insights/sustainability/sustainability-research-institute/artificial-intelligence-electricity-system-dynamics-approach/
https://www.se.com/ww/en/insights/sustainability/sustainability-research-institute/artificial-intelligence-electricity-system-dynamics-approach/
https://www.se.com/ww/en/insights/sustainability/sustainability-research-institute/artificial-intelligence-electricity-system-dynamics-approach/
https://www.se.com/ww/en/insights/sustainability/sustainability-research-institute/artificial-intelligence-electricity-system-dynamics-approach/
https://www.se.com/ww/en/insights/sustainability/sustainability-research-institute/artificial-intelligence-electricity-system-dynamics-approach/
https://explodingtopics.com/blog/data-generated-per-day
https://explodingtopics.com/blog/data-generated-per-day
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For this analysis to be meaningful, the energy forecast used must: 
 

• reflect an internally consistent definition of what constitutes a "data center".  

• include historical data and future projections of TWh. 

• -
assumptions prevent double-  

 
Our narrative leverages our core methodology, starting with a global data center 
energy forecast and a PUE forecast for years 2010 through 2030. Using the PUE 
data, we derive the ICT and physical infrastructure energy breakdown (Figure 4). 
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This becomes our baseline scenario

2030. This results in three new scenarios: PUE improvements, ICT performance im-
provements, and both PUE and ICT performance improvements. A more detailed 
methodology is described in the Appendix. 
 
In the next section, we describe an important aspect of this analysis: we recom-
mend a new industry correlation metric, to provide insights on trends, guiding in-
dustry action and helping bend the energy curve. 
 
 

digital value gained 
from this energy. To be effective, we believe a correlation metric is useful to esti-
mate the energy consumption per unit of compute. But we need to identify the 
proxy for information and communication technology (ICT) growth.  
  
There are many approaches to understand the growth engines for ICT (servers, 
storage, networking) such as using estimates and projections for the following: 
 

• Global Internet traffic (zettabytes) 

• Global internet users (count) 

• Workload growth (i.e. count or compute instances)  

• Global data growth (zettabytes) 

 
AI, data centers and the coming US power demand 

surge, they use compute instances as a benchmark. All the above approaches pro-
vide similar trends and have some correlation to ICT energy needs. This is because 

Establishing 
 

performance 
 

insights 

Figure 4 

Plot showing breakdown 
of ICT and infrastructure 
energy for the baseline 
scenario 

https://www.goldmansachs.com/pdfs/insights/pages/generational-growth-ai-data-centers-and-the-coming-us-power-surge/report.pdf
https://www.goldmansachs.com/pdfs/insights/pages/generational-growth-ai-data-centers-and-the-coming-us-power-surge/report.pdf
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they all exhibit three key attributes: (1) They are societal digitalization drivers for 
ICT, (2) they have a historic and future view, and (3) they have a generally con-
sistent trend shape making them useful when studying correlations and sensitivi-
ties.2 Any of these growth indicators could have been selected and lead to con-
sistent findings. We chose data growth as the proxy for the following reasons: when 
you generate data, you rely not only on compute energy, but also storage, and net-
working energy. Furthermore, statistics and forecasts on data growth are readily 
available. In Figure 3, we overlay this data growth against TWh growth.  
 
Using data growth, we propose a metric that we will call the ICT performance fac-
tor to correlate data production to new ICT energy usage as shown in Equation 1.  
 

    
    

    
 

 
While this factor is imperfect and non-causal, it is useful in framing insights. It is 
based on industry-accepted data production trends that track well over historic and 
future years, thus helping to analyze trend breaks. It also enables us to build sce-
narios to demonstrate TWh changes.  
 
Figure 5 shows the growth of data generation vs. ICT performance factor over time. 
A clear 3-phase trend is evident, despite a continuous and substantial rise in data 
production for 2010 to 2030. 
 

• Phase 1 - the metric continually improves due to data center advancements. 

• Phase 2 - a disruption occurs, and the metric remains relatively flat. 

• Phase 3 - a performance recovery occurs (although at a slower rate than 
phase one). 
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trend break

 
 
There are many hypotheses for explaining the trend break. These include reaching 
the limits of the percentage of workloads able to shift to more efficient cloud com-
puting, diminishing CPU performance gains, Covid related delays in new silicon re-

many others. In the Goldman report, they use a kWh/workload metric and 
 the cloud/hyperscale have been 

critical drivers of the moderate increase in data center power demand, but deceler-
 

 
2 Societal digitalization refers to the process of integrating digital technologies into various aspects of 

society, transforming how individuals interact, communicate, and engage with social institutions.  

Equation 1 

ICT performance 
factor 

Figure 5 

Plot showing three phases 
of energy impact vs. ICT 
performance factor over a 
20-year period 

https://explodingtopics.com/blog/data-generated-per-day
https://www.goldmansachs.com/pdfs/insights/pages/generational-growth-ai-data-centers-and-the-coming-us-power-surge/report.pdf
https://pmc.ncbi.nlm.nih.gov/articles/PMC9522443/
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We call attention to the performance recovery phase beginning in 2026, following 
the initial trend break. This recovery is driven by continuous innovation from both in-
frastructure and ICT industries. Some of the continuous drivers for efficiency for 
both infrastructure and ICT are shown in Table 1 with many of the ICT drivers also 
referenced by Goldman Sachs. 
 
 
With the baseline established, we investigated how further improvements impact 
energy growth from 2026 to 2030. Figure 6 illustrates the PUE trend and the ICT 
performance factor trend. We superimpose accelerated improvements (red dashed 
lines). These metric improvements become inputs into the three new scenarios. 
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Across the data center industry, ICT vendors are publishing data on how their tech-
nologies improve performance and/or efficiency. For he new family of 
NVIDIA Blackwell GPUs will enable organizations to train AI models four times 
faster, improve AI inferencing performance by 30 times and do it with up to 25 
times better energy efficiency than NVIDIA TM archi-
tecture. 3 There are also academic papers4 analyzing improvements at the compo-
nent level.  
 
We believe it is important to go a step further and demonstrate how both perfor-
mance (ICT) and efficiency (infrastructure) impact the overall energy forecast.   
 
Our scenarios (see sidebar) aim to accelerate efficiency trends in both infrastruc-
ture and ICT industries, as shown in Table 1. They do not rely on breakthrough 
technologies or disruptions. By taking this more realistic and conservative ap-
proach, we hope to foster more actionable collaboration between industries to ena-
ble this acceleration. A good example of potential outcomes from collaboration is 
aligning on liquid cooling supply temperature, flow rates and quality. With a clear, 
uniform roadmap aligned with the server industry, the infrastructure industry can 
better tune and time the associated cooling offers. 
 
 
 
 
 

 
3 NVIDIA, Data Center Chips in 2024: Top Trends and Releases 

4 MDPI, Architectural and Technological Approaches for Efficient Energy Management in Multicore Pro-
cessors 

Modeling  
improvement 
scenarios 

The four energy curve 
scenarios 

• Baseline forecast scenario 
• Scenario 1 - PUE improve-

ments 
• Scenario 2 - ICT performance 

improvements 
• Scenario 3 - Both PUE and ICT 

performance improvements  

Figure 6 

Plot showing existing trends 
in efficiency improvements. 
The dashed "red" lines  
hypothesize what could be 
the impact of reasonable  
acceleration of these trends. 

https://www.datacenterknowledge.com/data-center-chips/data-center-chips-in-2024-top-trends-and-releases
https://www.mdpi.com/2073-431X/13/4/84#:~:text=By%20combining%20the%20SCSP%20with%20the%20VP%20technique%2C%20a%20performance%20increase%20of%208.87%25%20was%20obtained%20while%20reducing%20power%20and%20energy%20consumption%20by%203.13%25%20and%208.48%25%2C%20respectively.
https://www.mdpi.com/2073-431X/13/4/84#:~:text=By%20combining%20the%20SCSP%20with%20the%20VP%20technique%2C%20a%20performance%20increase%20of%208.87%25%20was%20obtained%20while%20reducing%20power%20and%20energy%20consumption%20by%203.13%25%20and%208.48%25%2C%20respectively.
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Infrastructure ICT 

• Liquid-cooled servers to save fan energy 

As Dell discusses, combining liquid cooling with other 
cooling technologies can significantly reduce the fan 
power required to cool IT equipment. Supermicro dis-
cusses how liquid cooling reduces the need for high-en-
ergy fans, leading to lower operational expenses. 

• Higher-supply-temperature cooling 
equipment to match  
higher-temperature-tolerant servers 

Uptime Institute discusses how direct liquid cooling 
(DLC) systems can operate at higher supply and return 
water temperatures, which is beneficial for both free cool-
ing and waste heat recovery. 

• Advanced high-temperature chillers with 
economization 

Optimizing the chilled water temperature set point can 
lead to up to 40% energy savings without affecting cool-
ing capacity or indoor climate. Additionally, advanced 
controls can reduce energy usage (White Paper 225). 

• Higher-density racks, row-based cooling, 
and containment to capture heat with 
shortest path 

White Paper 130 describes how row and rack-based 
cooling architectures are designed to capture and reject 
heat more efficiently by minimizing air mixing and direct-
ing airflow along the shortest paths. This approach im-
proves hot air capture and ensures that the cooling sys-
tem operates more effectively (White Paper 208). 

• Continued improvement on UPS and 
power conversion efficiencies 

According to White Paper 214, UPS efficiency has pro-
gressed from 85-92% years ago to 94-99% today. This 
has been driven by several technological advancements 
including eco-mode (White Paper 157). 

• Push to higher final distribution voltages 
of 415Vac to 480Vac and in the future to 
600Vac or 800Vdc 

A wire distributing 1 kW of power at 415/240Vac has less 
losses than the same wire at 208/120Vac with double the 
current. White Paper 128 states that data center effi-
ciency can be improved by increasing final distribution 
voltages to 415V and higher. 

• Architectures optimized for low  
temperature climates 

Data center architectures optimized for low-temperature 
climates can offer significant advantages over those in 
higher temperature climates. 

• Continued acceleration of CPU, GPU, TPU 
and memory performance 

GPU performance 
2003. CPUs like NVIDIA GraceTM CPU Superchip are delivering 
breakthrough energy efficiency and performance. The latest 
TPU, Trillium, offers more than 4.7 times improvement in com-
pute performance per chip compared to the previous genera-
tion.  will utilize advanced memory 
technologies like HBM4, which will significantly enhance per-
formance and efficiency compared to previous generations. 

• Adoption of accelerated computing platforms 
tuned for AI and non-AI workloads 

Supermicro discusses how industries such as healthcare, fi-
nance, and automotive are increasingly adopting accelerated 
computing solutions to tackle complex challenges. IBM dis-
cusses how accelerated computing solutions are in high de-
mand across many industries because they can perform calcu-
lations faster and more efficiently than traditional central pro-
cessing units (CPUs). Advanced Processing Units (APUs) 
combine CPUs and GPUs onto a single die. This integration 
aims to enhance compute performance for specialized work-
loads that involve both sequential and parallel processing 
tasks. With this integration, APUs improve efficiency and speed 
to better meet the demands of complex applications. 

• Task-specific hardware accelerators (e.g., 
cryptography, data compression) using the 
most efficient algorithms 

MIT discusses how domain-specific hardware accelerators, in-
cluding those for data compression, can offer significant per-
formance improvements by leveraging specialized operations 
& parallelism. 

• Chips developed with power-efficient archi-
tectures (e.g., 3D stacking & chiplet designs) 

3D stacking technologies are becoming essential for next-gen-
eration high-performance energy-efficient designs, improving 
on-chip memory capacity and bandwidth. Chiplet technology 
is emerging as a groundbreaking approach that addresses 
many of the challenges faced by traditional monolithic System-
on-Chip (SoC) designs. 

• Adjustable processor clock speed & voltage 
based on workload demands 

Techniques that adjust processor clock speed and voltage 
based on workload demands, such as Dynamic Voltage and 
Frequency Scaling (DVFS), improve power efficiency. 

• Intelligent scheduling algorithms to distribute 
workloads  

Intelligent load balancing and scheduling algorithms that dis-
tribute workloads across different hardware resources can im-
prove compute and energy efficiency. 

Table 1 

Examples of continued efforts by both infrastructure and ICT industries to improve efficiencies 

https://www.dell.com/en-us/blog/diving-deep-into-the-liquid-server-cooling-choices/
https://www.supermicro.com/white_paper/white_paper_Liquid-Cooling-Solutions.pdf
https://journal.uptimeinstitute.com/performance-expectations-of-liquid-cooling-need-a-reality-check/
https://blog.se.com/datacenter/2016/08/17/water-temperatures-data-center-cooling/#:~:text=Raising%20the%20chilled%20water%20set%20point%20from%20the%20usual%20values%20of%207%C2%B0%20to%2010%C2%B0C%20used%20in%20comfort%20cooling%20chilled%20water%20plants%20up%20to%2018%C2%B0%20to%2020%C2%B0C%20or%20higher%20can%20result%20in%20an%20operational%20expense%20savings%20of%20about%2040%25.
https://www.se.com/us/en/download/document/SPD_VAVR-A4M82C_EN/
https://www.se.com/us/en/download/document/SPD_VAVR-6J5VYJ_EN/
https://www.se.com/us/en/download/document/SPD_VAVR-9K64RA_EN/
https://www.se.com/us/en/download/document/SPD_PDON-9P8QY4_EN/
https://www.se.com/us/en/download/document/SPD_NRAN-8CU665_EN/
https://www.se.com/us/en/download/document/SPD_NRAN-6CN8PK_EN/
https://www.datacenterknowledge.com/hyperscalers/live-in-lulea-facebook-goes-global-and-gets-greener
https://www.datacenterknowledge.com/hyperscalers/live-in-lulea-facebook-goes-global-and-gets-greener
https://link.springer.com/article/10.1007/s40430-024-05048-w
https://blogs.nvidia.com/blog/why-gpus-are-great-for-ai/
https://developer.nvidia.com/blog/nvidia-grace-cpu-delivers-world-class-data-center-performance-and-breakthrough-energy-efficiency/
https://cloud.google.com/transform/ai-specialized-chips-tpu-history-gen-ai
https://www.eenewseurope.com/en/nvidia-details-gpu-roadmap-with-reuben-hbm4-memory/
https://www.supermicro.com/en/glossary/accelerated-computing
https://www.ibm.com/think/topics/accelerated-computing
https://medium.com/@salihturkoglu/processing-units-is-all-you-need-e0dcd58e78cf#:~:text=APUs%20offer%20various%20benefits%20such%20as%20performance%20enhancement%2C%20energy%20efficiency%2C%20cost%20savings%2C%20and%20space%20savings.%20Integrating%20CPU%20and%20GPU%20on%20the%20same%20chip%20improves%20data%20transfer%20rates%2C%20thus%20enhancing%20overall%20performance.
https://www.hpcwire.com/off-the-wire/hlrs-set-to-introduce-supercomputer-hunter-followed-by-exascale-powerhouse-herder-in-stuttgart/#:~:text=Hunter%20will%20be%20based%20on%20the%20AMD,Hawk%20by%20approximately%2080%25%20at%20peak%20performance.
https://dspace.mit.edu/bitstream/handle/1721.1/146193/3361682.pdf
https://semiengineering.com/3d-stacking-for-performance-and-efficiency/
https://www.idtechex.com/en/research-article/chiplets-revolutionizing-semiconductor-design-and-manufacturing/32101
https://ecomputertips.com/glossary/eist
https://semiengineering.com/knowledge_centers/low-power/techniques/dynamic-voltage-and-frequency-scaling/
https://www.mdpi.com/2227-9717/12/3/519
https://arxiv.org/html/2405.08187v1
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Scenario 1 - PUE improvements 

As a baseline, we used the Uptime Institute survey data for yearly average PUEs to 
establish an extended PUE forecast from 2010 to 2030 (which closely matched IEA 
2014 and 2020 snapshots). This trend line results in an average PUE of 1.49 in 
2025.  
 
This scenario models wider adoption of the infrastructure improvements (from Table 
1) beginning in 2026. This model assumes we achieve PUEs of 1.2 for new data 
center builds and PUEs of 1.3 for a portion (10%) of existing data centers, by 2030. 
This approach leads to a weighted average PUE of 1.38 vs. the baseline of 1.43, 
by 2030. This improved trendline is shown in Figure 7. 
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Scenario 2 - ICT performance improvements 

From the baseline ICT performance factor trend, we modeled the impact of improv-
ing this performance factor by 5% in years 2026-2027, 15% in years 2028-2029, 
and 25% in 2030, This results in a 2030 value of 0.34 TWh/ZB vs. the baseline of 
0.45 TWh/ZB through continued ICT actions in Table 1. Figure 8 displays this im-
proved trendline. 
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Accompanying the continuous ICT improvements from Table 1, the ICT perfor-
mance factor is influenced by the growing portion of AI workloads to support AI in-
ferencing. This workload has a usage profile different than AI training and is a new 
pathway for further ICT optimization yet to be fully realized. Two examples of com-
panies focused on this specialization are Groq and SambaNova.  
 

Figure 7 

Plot showing PUE baseline 
trend and the accelerated 
PUE scenario 

Figure 8 

Plot showing existing ICT 
improvement baseline 
and the accelerated ICT 
improvement scenario 

https://uptimeinstitute.com/uptime_assets/6768eca6a75d792c8eeede827d76de0d0380dee6b5ced20fde45787dd3688bfe-2022-data-center-industry-survey-en.pdf
https://www.iea.org/data-and-statistics/charts/global-data-centre-energy-demand-by-end-use-and-data-centre-type-2014-2020
https://www.iea.org/data-and-statistics/charts/global-data-centre-energy-demand-by-end-use-and-data-centre-type-2014-2020
https://groq.com/
https://sambanova.ai/
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Groq specializes in high-performance, low-latency computing with an architecture 
enabling real-time processing with minimal latency by allowing data to be pro-
cessed in smaller batches. This approach reduces energy consumption by minimiz-
ing data movement. It demonstrates significant performance improvements, such 
as 18 times faster inference for large language models compared to traditional 
cloud providers.  
 
SambaNova focuses on integrating purpose-built hardware with advanced software 
to optimize AI workloads. Their unique architecture maximizes resource utilization 
and minimizes energy use, enabling higher throughput and lower latency for com-
plex computations. This results in a more sustainable approach to data processing. 
 

Scenario 3 - PUE and ICT performance improvement 

This scenario models the total impact on energy if both scenario 1 and scenario 2 
improvements are accomplished.  
 
 
In Figure 9, the energy curve is illustrated for the baseline scenario as well as the 
three improvement scenarios. This view shows a potential of a total TWh reduction 
of 17% or 183 TWh when the combined (modest) PUE and ICT efficiency improve-
ment goals are achieved. 
 
Looking closer, it becomes apparent that while PUE plays a role in bending the 
curve with a 3.6% or 38 TWh energy savings in 2030, ICT is the major lever, saving 
14.4% or 153 TWh.  
 
This is because the physical infrastructure efficiency gains are hitting a point of di-
minishing returns as PUEs approach 1. As we move beyond 2030, the focus on ICT 
improvements must continue as an industry. These improvements offer the potential 
to further flatten or bend the consumption curve. Figure 10 provides a zoomed-in 
view of energy savings for the scenarios. 
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Results 

Figure 9 

Results of modest 
acceleration to infrastructure 
and ICT improvements shows 
the impact on "bending" the 
growth curve and showing 
that, once again, it is 
possible to decouple data 
center energy growth from 
digitalization drivers 
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12% infrastructure 

loss reduction (PUE 
from 1.43 to 1.38) 

yields 3.6% total 

TWh saved in 2030
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Table 2 demon-
strates that the impact is relatively insensitive to the baseline forecast used. This 
holds true as long as the baseline data has a similar trend pattern.  
 
 
 

 Baseline 
PUE  

improvements 
ICT  

improvements 
PUE & ICT  

improvements 
Forecast 

Total  
savings 

Energy saved from baseline (%) 0% 3.6% 14.4% 17.2% 
Goldman Sachs 17.2% 

Energy saved from baseline (TWh) 0 38 153 183 
       

Energy saved from baseline (%) 0% 3.9% 15.6% 18.7% Schneider global 
analysis 

18.7% 
Energy saved from baseline (TWh) 0 77 309 368 
       

Energy saved from baseline (%) 0% 3.5% 14.0% 16.8% 
S&P 16.8% 

Energy saved from baseline (TWh) 0 66 261 312 

 
Because of this independence, we believe this fosters a more direct conversation 

meaningful re-
sults. 
 
 

achieved from the perspective of utility grid power. When data centers utilize "be-
hind the meter" power generation, they alleviate pressure on the electrical grid. 
Each megawatt of generation implemented saves 8.76 TWh. There are now more 
sustainable options available for continuous grid relief. These include solid oxide 
fuel cells using natural gas with carbon sequestration, solid oxide fuel cells pow-
ered by green hydrogen, and gas turbines equipped with carbon capture technol-
ogy. Additionally, SMRs are expected to become a viable alternative in the future.  
 
Figure 11 illustrates a "hypothetical" further bend of the energy curve, where be-
hind-the-meter power generation grows from 1% in 2026 to 10% in 2030. This 
demonstrates a utility viewpoint. Building upon the savings of Scenario 3, adding 
this energy generation behind the meter, the utility grid is forecasted to see an en-
ergy savings of 25.5% by 2030. 

The important 
role of behind-
the-meter 
power 

Table 2 

Comparison of results showing the similarity of global TWh reduction independent of base data source 

Figure 10 

Zoomed in view of the 
energy saving scenarios 
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The rising energy consumption of global data centers has captured significant at-
tention, highlighting the urgent need for effective solutions within the industry. How-
ever, there is a promising path forward. By understanding the factors driving en-
ergy growth and identifying strategies to "bend the curve," proactive measures can 
be implemented. Addressing these challenges directly will pave the way for a more 
sustainable future in data center operations. To this end, businesses should con-
sider four proactive steps to enhance efficiency and reduce energy demand. 
 

1. Set ambitious PUE targets. Establish ambitious goals for Power Usage Ef-
fectiveness (PUE) across all new data center builds, aiming for an average 
PUE of 1.2 or less, while also targeting improvements in your existing data 
center fleet to bring the average PUE down. This industry-wide initiative can 
significantly slow energy growth. 

2. Look at accelerating more efficient ways of computing. To find efficient 
computing solutions, organizations can focus on several key strategies.  

o Full adoption of accelerated computing platforms for AI and the use of 
specialized hardware accelerators can enhance performance while re-
ducing energy consumption.  

o Implementing intelligent scheduling algorithms and optimizing workload 
configurations will ensure that resources are utilized effectively.  

o Employing chips with power-efficient architectures, adjusting processor 
clock speeds based on workload demands, and utilizing the most efficient 
algorithms for specific tasks will further improve overall efficiency in com-
puting operations. 

3. Invest in sustainable energy solutions. Prioritize invest-
ments in "behind the meter" energy generation options, such as solid oxide 
fuel cells and gas turbines with carbon sequestration, to reduce reliance on 
the grid and lower overall energy consumption. Also learn about the potential 
for SMRs for the future. 

4. Foster industry collaboration. Engage in industry-led initiatives aimed at de-
coupling data growth from energy consumption, promoting collective efforts 
to achieve efficiency improvements that can bend the energy growth curve 
by at least 17% by 2030. This collaborative approach will support both sus-
tainability goals and economic growth associated with digitalization. 

 

Next steps 

Figure 11 

Utility grid view of the energy 
saving with behind-the-meter 
energy generation 

https://www.se.com/us/en/download/document/SPD_WP186_EN/
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In this section we provide a more detailed methodology including data sources and 
assumptions used to create the baseline model and the three improvement scenar-
ios. 
 

Baseline 

The baseline energy curve illustrates the historic trend of energy consumption 
trend, highlighting a marked increase in energy use into the future, through to 2030. 
The curve was derived from Goldman Sachs (future) and IEA (historic) data, using 

for this complete time range, we merged the two data sets. The IEA data set also 
served as the historic trendline for other baseline forecasts (see Figure 10).  
 
The energy curve also allows us to break down energy consumption into new and 
existing data centers. We assumed that all of the incremental year-over-year energy 
consumption was attributed to new data centers, while the remaining consumption 
came from existing data centers. For example, 241 TWh were consumed in 2020, 
and 200 TWh were consumed in 2019. This means that in 2020, 41 TWh of energy 
was consumed by new data centers and 200 TWh by existing data centers.  
 
To model the energy savings from PUE and ICT improvements, we first need to 
break down the total energy baseline into physical infrastructure and ICT energy. 
Having a baseline PUE forecast allows us to do this with the formula: Total energy / 
PUE = ICT energy. Annual PUE data was derived from a rational function curve fit of 
Uptime Institute survey data. We assumed that new and existing data centers used 
the same baseline PUE trend up to and including 2025. After 2025, new data cen-
ters follow a baseline PUE trajectory of 1.3 by 2030, while existing data centers use 
baseline PUEs that target 1.44 by 2030. 
 
We are now able to break down the physical infrastructure and ICT energy into four 
categories for each year: new ICT & physical infrastructure (current year) and exist-
ing ICT & physical infrastructure (carried over from the previous year). Like all data 
centers, we accounted for ICT refresh cycles. We assumed that ICT equipment is 

ergy is categorized as refreshed ICT. This means that, for years 2026 to 2030, the 
ICT improvement  is 
applied to incremental new ICT as well as the refreshed ICT. 
 

PUE improvements 

Using an improved target PUE of 1.2 for new data centers, we created a revised 
PUE trendline from 2026 to 2030, using linear interpolation. Likewise, we created a 
revised PUE trendline from 2026 to 2030 for existing data centers. We apply these 
improved PUEs to 10% of existing data centers. See Table A1 below. These PUEs 
where used to calculate the lower physical infrastructure energy and therefore lower 
data center energy for years 2026 to 2030. Note, years prior to 2026 use baseline 
values. 

  2026 2027 2028 2029 2030 

Baseline PUE for new data centers 1.45 1.42 1.38 1.34 1.30 

Improved PUE for new data centers 1.43 1.38 1.32 1.26 1.20 

Baseline PUE for existing data centers 1.48 1.47 1.46 1.45 1.44 

Improved PUE for existing data centers 1.45 1.42 1.38 1.34 1.30 

Baseline weighted average PUE 1.48 1.46 1.45 1.44 1.43 

Improved weighted average PUE 1.47 1.44 1.42 1.40 1.38 
            

Percent improvement from baseline 0.7% 1.4% 2.2% 3.0% 3.7% 

 

Appendix: 
Analysis 
methodology 

Table A1 

PUE comparison 

https://www.goldmansachs.com/insights/articles/AI-poised-to-drive-160-increase-in-power-demand?os=dio&ref=app
https://www.iea.org/data-and-statistics/charts/global-data-centre-energy-demand-by-end-use-and-data-centre-type-2014-2020
https://uptimeinstitute.com/uptime_assets/6768eca6a75d792c8eeede827d76de0d0380dee6b5ced20fde45787dd3688bfe-2022-data-center-industry-survey-en.pdf
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ICT performance factor improvements 

As discussed in the body of this paper, the ICT performance factor provides a 
means of quantifying the ICT energy consumption per unit of data generated 
(TWh/ZB). We calculated it every year by dividing new ICT energy (including re-

 It enables us to clearly see inflection points 
over time. The annual data growth (the denominator) was derived from Statistica 
data using a Gaussian curve fit.  
 
From the baseline ICT performance factor trend, we modeled the impact of improv-
ing this performance factor, by 5% in years 2026-2027, 15% in years 2028-2029, 
and 25% in 2030. This results in a 2030 value of 0.34 TWh/ZB vs. the baseline of 
0.45 TWh/ZB. Figure 7 illustrates this improved trendline. 
 
Reduced ICT energy is calculated by multiplying the data generated (ZB) in that 
year by the improved performance factor (TWh/ZB). A beneficial side-effect of lower 
IT energy is a decrease in the physical infrastructure energy to support the IT. Note, 
years prior to 2026 used baseline values.  
 

https://explodingtopics.com/blog/data-generated-per-day

